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Speech recognition model based on deep learning and

its application in smart home
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Abstract: In order to meet the needs of people to control smart home equipment conveniently, a deep
learning speech recognition model based on denoising autoencoder was proposed. Through the speech
recognition model, the phrase control instruction was parsed to achieve the purpose of home equipment
control. The speech recognition model mainly consists of two parts. The first part is unsupervised learning
pre—training. Before the unsupervised pre — training, some network nodes were randomly set to 0; the
noise data were artificially simulated; then each hidden layer was trained sequentially by using the
Boltzmann machine weight matrix. The weight was modified and the parameters were optimized through
comparing the deviation between input data and output data. Then, supervised fine adjustment was
conducted. The well —trained parameters served as the initial values of the whole network, and error back

propagation algorithm was adopted to adjust parameters of the whole network model. The experimental
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results showed that speech recognition rate and noise robustness of the speech recognition model improve
significantly, compared with deep belief network. The speech recognition model could be combined with
smart home system to judge home control command from the common phrase and achieve human —
computer interaction non-contact and convenient control so that the system is more intelligent.
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